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Source: (google employee, anonyme), (2023). We Have No Moat, 
And Neither Does OpenAI. 2024, from https://
www.semianalysis.com/p/google-we-have-no-moat-and-neither.
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1. Finetuning techniques 

1. PEFT 

2. LoRA  

2. Quantization 

3. Overview of reinforcement learning 

4. LLM systems eval. tips 

Agenda
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Very brief
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LLM training pipeline

5

Pre-training 

Pt.1 finetuning techniques

Supervised 
finetuning

Reinforcement  
learning

use case 
specific LLM

finetuning

In-context learning

RAG

Adapted from Wolfe, C. (2023). Easily Train a Specialized LLM: PEFT, LoRA, QLoRA, LLaMA-Adapter, and More. Retrieved Feb 2024, 
 https://cameronrwolfe.substack.com/p/easily-train-a-specialized-llm-peft.

(task specific dataset)

Your organisation model
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Finetuning techniques

6

Parameter efficient finetuning (PEFT),  Low-Rank Adaptation (LoRA)

Pt 1.

Pt.1 finetuning techniques
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LLM Full finetuning is prohibitively expensive

8Pt.1 finetuning techniques

Compute and memory intensive (update all params) 

Risk of forgetting previously learned information (catastrophic forgetting) 

Extensive set of hyper parameters to explore 

Need to retrain & store a model for each new task (complex model management)
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Risk of forgetting previously learned information (catastrophic forgetting) 
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 Fast to train 
 Run on affordable hardware 
 Easy to deploy 
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Parameter efficient finetuning 
Only adapting a ‘small’ numbers of parameters - PEFT

9Pt.1 finetuning techniques

Source: Hugging Face PEFT module, https://huggingface.co/docs/peft/en/index
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PEFT is an active field of research

10Pt.1 finetuning techniques

Source: Vladislav, L., Vijeta, D., & Anna, R. (2023). Scaling Down to Scale Up: A Guide to Parameter-Efficient Fine-Tuning.
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PEFT is an active field of research

10Pt.1 finetuning techniques

All those are “PEFT” methods ! 

Source: Vladislav, L., Vijeta, D., & Anna, R. (2023). Scaling Down to Scale Up: A Guide to Parameter-Efficient Fine-Tuning.
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Source: Lingling, X., Haoran, X., Si-Zhao, J. Q., Xiaohui, T., & Fu, L. W. (2023). Parameter-Efficient Fine-Tuning Methods for Pretrained Language Models: 
A Critical Review and Assessment.
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Can be finetuned on commodity hardware  

Small(er) numbers of parameters to train 

Well documented and several implementations 

Lightweight & easy to switch at runtime
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Intuition on LoRA

Pt.1 finetuning techniques
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How many parameters are really needed ?
Introducing “intrinsic dimension” - High performance with a few parameters in a sub-dimension of initial parameter space

14Pt.1 finetuning techniques

Source: Chunyuan, L., Heerad, F., Rosanne, L., & Jason, Y. (2018). Measuring the Intrinsic Dimension of Objective Landscapes.

2018



workshop LLM finetuning February 2024@fpaupier 15



workshop LLM finetuning February 2024@fpaupier 15



workshop LLM finetuning February 2024@fpaupier 16

Why finetuning works well on large language model? 

Pt.1 finetuning techniques

Source: Armen, A., Luke, Z., & Sonal, G. (2020). Intrinsic Dimensionality Explains the Effectiveness of Language Model Fine-Tuning.

2020
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The surprising power of few parameters
Large pretraining develop a compact & efficient representation of language

Pt.1 finetuning techniques

Source: Armen, A., Luke, Z., & Sonal, G. (2020). Intrinsic Dimensionality Explains the Effectiveness of Language Model Fine-Tuning.
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LoRA Building on the concept of low intrinsic dimension

Pt.1 finetuning techniques

Source: Edward J. Hu, Y. S., Phillip Wallis, Zeyuan Allen-Zhu, Yuanzhi Li, Shean Wang, Lu Wang, Weizhu Chen. (2021). LoRA: Low-Rank Adaptation of 
Large Language Models.

2021
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Refresher on weights in a neural net.

22Pt.1 finetuning techniques

Linear combination of inputs with weights and biases 
Example with d = 3

y1 = w11*x1 + w12*x2 + w13*x3 + b1 
y2 = w21*x1 + w22*x2 + w23*x3 + b2 
y3 = w31*x1 + w32*x2 + w33*x3 + b3
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Linear combination of inputs with weights and biases 
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Refresher on the rank of a matrix

23Pt.1 finetuning techniques

In linear algebra, the rank of a matrix W is the dimension of the vector space generated by its columns (resp. rows). This 
corresponds to the maximal number of linearly independent columns (resp. rows) of W.  

The rank is commonly denoted by rank(W) or rk(W); sometimes the parentheses are not written, as in rank W.

Source: Wikipedia, Rank of a matrix, https://en.wikipedia.org/wiki/Rank_(linear_algebra) 

https://en.wikipedia.org/wiki/Rank_(linear_algebra)
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https://en.wikipedia.org/wiki/Rank_(linear_algebra)
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C1 C2 C3

C1C3 = + C2
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1   0    0
0   1   0
0   0    1

W1rank = 3

3  -2   1
2  -2  0
0   1    1

W2rank = 2

C1 C2 C3

C1C3 = + C2

Source code available on GitHub Gist, matrix rank, https://gist.github.com/fpaupier/1582e7e4f649fecd3aa6c18023cb2507

https://gist.github.com/fpaupier/1582e7e4f649fecd3aa6c18023cb2507
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You can represent low rank matrix with fewer parameters

Pt.1 finetuning techniques

ΔW

 d = 1 000

 d 

 d 

num  params ΔW = 
d*d = 

1 000 000

 r = 200
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ΔW

 d = 1 000

 d 

 d 

num  params ΔW = 
d*d = 

1 000 000

 r = 200

B≅

 r

 d A  r

 d 

*

num params matrix 
decomposition = 

d*r*2 = 
400 000
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The intuition for LoRA 

26Pt.1 finetuning techniques

X WY = * X ( W0  + ΔW )Y = *

Decompose the weight matrix  in 2:  1/ a pretrained part, and 2/ the newly low rank matrix 

pretrained weights 
frozen

trainable parameters
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The intuition for LoRA 

26Pt.1 finetuning techniques

X WY = * X ( W0  + ΔW )Y = *

Decompose the weight matrix  in 2:  1/ a pretrained part, and 2/ the newly low rank matrix 

pretrained weights 
frozen

trainable parameters

ΔW  = B*A

Decompose low rank matrix into the product of two matrix B ∈ Rd×r   and A ∈ Rr×d
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Only updating parameters for matrices A and B

Pt.1 finetuning techniques

ΔW
 d 

 d 

=

 r

 d 

 r

 d 

*B AW0 + +W0



workshop LLM finetuning February 2024@fpaupier 27

Only updating parameters for matrices A and B

Pt.1 finetuning techniques

ΔW
 d 

 d 

=

 r

 d 

 r

 d 

*B A

X ( W0  + ΔW )Y = *

W0 + +W0



workshop LLM finetuning February 2024@fpaupier 27

Only updating parameters for matrices A and B

Pt.1 finetuning techniques

ΔW
 d 

 d 

=

 r

 d 

 r

 d 

*B A

X ( W0  + ΔW )Y = *

X 

 d 

W0 + +W0



workshop LLM finetuning February 2024@fpaupier 27

Only updating parameters for matrices A and B

Pt.1 finetuning techniques

ΔW
 d 

 d 

=

 r

 d 

 r

 d 

*B A

X ( W0  + ΔW )Y = *

X 

 d 

W0 + +W0



workshop LLM finetuning February 2024@fpaupier 27

Only updating parameters for matrices A and B

Pt.1 finetuning techniques

ΔW
 d 

 d 

=

B

A

X ( W0  + ΔW )Y = *

X 

 d 

W0 + +W0



workshop LLM finetuning February 2024@fpaupier 27

Only updating parameters for matrices A and B

Pt.1 finetuning techniques

ΔW
 d 

 d 

=

B

A

X ( W0  + ΔW )Y = *

X 

 d 

W0

+ +W0



workshop LLM finetuning February 2024@fpaupier 27

Only updating parameters for matrices A and B

Pt.1 finetuning techniques

ΔW
 d 

 d 

=

B

A

X ( W0  + ΔW )Y = *

X 

 d 

W0

+ +W0

+



workshop LLM finetuning February 2024@fpaupier 27

Only updating parameters for matrices A and B
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LoRA Building on the concept of low intrinsic dimension

Pt.1 finetuning techniques

Source: Edward J. Hu, Y. S., Phillip Wallis, Zeyuan Allen-Zhu, Yuanzhi Li, Shean Wang, Lu Wang, Weizhu Chen. (2021). LoRA: Low-Rank Adaptation of 
Large Language Models.

2021
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Source: Edward J. Hu, Y. S., Phillip Wallis, Zeyuan Allen-Zhu, Yuanzhi Li, Shean Wang, Lu Wang, Weizhu Chen. (2021). LoRA: Low-Rank Adaptation of 
Large Language Models.

You can  merge LoRA weights after training
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Source: Kim, E., Hwang, M., & Lee, M. (2022). Recent Research Trend in Efficient NLP of Transformer.

Where LoRA can be applied in a transformers architecture

Pt.1 finetuning techniques
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LoRA - Lessons from hundreds of experiments

Sources: 
- PhD, Sebastian R. (2023). Practical Tips for Finetuning LLMs Using LoRA (Low-Rank Adaptation).  Retrieved Feb 2024, https://magazine.sebastianraschka.com/

p/practical-tips-for-finetuning-llms. 
- Wolfe, C. (2023). Easily Train a Specialized LLM: PEFT, LoRA, QLoRA, LLaMA-Adapter, and More. Retrieved Jan 2024, https://cameronrwolfe.substack.com/p/

easily-train-a-specialized-llm-peft.

• Multiple epochs over the finetuning dataset degrades performance 

• Finetuned model has better performance when LoRA is applied across all 
weight matrices in the transformer (rather than just applying to the Q and V 
matrices) 

• The rank r is a hyperparameter to finetune 

• Using alpha = 2*rank is a good rule of thumb, but not infaillible  

• 7B models can be finetuned within a few hours on a single GPU possessing 14 
GB of VRAM.  
 

“

“
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PEFT - Useful libs

Name Scope Url

Unsloth
Finetuing with several approaches 

LoRa, QLoRA, RLHF (DPO)
https://github.com/unslothai/

unsloth

Hugging Face PEFT
Implementation of most PEFT 

approaches, regularly updated  https://huggingface.co/docs/peft 

bitsandbytes
Python wrapper around CUDA with 

utils for quantization 
https://github.com/TimDettmers/

bitsandbytes 

https://github.com/unslothai/unsloth
https://huggingface.co/docs/peft
https://github.com/TimDettmers/bitsandbytes
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Dataset format for applying LoRA in supervised finetuning 
Instruction dataset 

Source: HuggingFace H4 dataset, https://huggingface.co/datasets/HuggingFaceH4/instruction-dataset

https://huggingface.co/datasets/HuggingFaceH4/instruction-dataset
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Quantization

34

Compressing information

Pt 2.

Pt.2 quantization
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LLM training pipeline

35

Pre-training Supervised 
finetuning

Reinforcement  
learning

use case 
specific LLM

finetuning

In-context learning

RAG

Adapted from Wolfe, C. (2023). Easily Train a Specialized LLM: PEFT, LoRA, QLoRA, LLaMA-Adapter, and More. Retrieved Feb 2024, 
 https://cameronrwolfe.substack.com/p/easily-train-a-specialized-llm-peft.

Foundation model
Instruction following model

Alignment*

(task specific dataset)

Your organisation model

Stanford Alpaca  
dataset

 model with RL

Quantization2.

Pt.2 quantization
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Quantization - motivations

36

• Run training / inference on consumer hardware 

• Achieve the best performance / memory consumption tradeoff

Pt.2 quantization

NB: Not limited to NLP also plenty of use cases in CV
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Quantization is about how you represent 
parameters in your model

37

Source: Overview of Floating Point 8 (FP8) format. Source: Original content from sgugger,  
https://huggingface.co/blog/4bit-transformers-bitsandbytes

Pt.2 quantization

https://huggingface.co/sgugger
https://huggingface.co/blog/4bit-transformers-bitsandbytes
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Quantization - two main approaches 

POST-TRAINING QUANTIZATION QUANTIZATION AWARE TRAINING
QATPTQ

• ✅  Takes a pre-trained network and 
converts it to a fixed-point network 
without access to the training pipeline 

• ✅  Data-free or small calibration set 
needed 

•  ❌  Lower accuracy at lower bit-widths

Source: tinyML Talks: A Practical Guide to Neural Network Quantization, Qualcomm AI Research, Sep. 28 2021, https://youtu.be/KASuxB3XoYQ 

• 🟠 Requires access to training 
pipeline and labelled data 

• 🟠 Longer training times 

• 🟠 Hyper-parameter tuning 

• ✅ Achieves higher accuracy

QLoRA QALoRA

Example implementation Example implementation

Pt.2 quantization

https://youtu.be/KASuxB3XoYQ
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Source: Yuhui, X., Lingxi, X., Xiaotao, G., Xin, C., Heng, C., Hengheng, Z. et al. (2023). QA-LoRA: Quantization-Aware Low-Rank Adaptation of Large 
Language Models.

Quantization - two main approaches 

Pt.2 quantization
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Quantization impact on performance

Source: Source: ikawrakow, k-quants, https://github.com/ggerganov/llama.cpp/pull/1684

lower perplexity is better

Pt.2 quantization
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Understanding GGUF quantization naming conventions

Naming convention of “q” + the number of bits used to store the weights 
(precision) + a particular variant. 

Sources:  
• The Bloke, CodeLlama 7B - GGUF,  https://huggingface.co/

TheBloke/CodeLlama-7B-GGUF  
• Labonne, M. (2023). Quantize Llama models with GGUF 

and llama.cpp. Retrieved Jan 22 2024, https://
mlabonne.github.io/blog/posts/
Quantize_Llama_2_models_using_ggml.html 

Pt.2 quantization

https://huggingface.co/TheBloke/CodeLlama-7B-GGUF
https://huggingface.co/TheBloke/CodeLlama-7B-GGUF
https://mlabonne.github.io/blog/posts/Quantize_Llama_2_models_using_ggml.html
https://mlabonne.github.io/blog/posts/Quantize_Llama_2_models_using_ggml.html
https://mlabonne.github.io/blog/posts/Quantize_Llama_2_models_using_ggml.html
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Lessons from trying several quantization config

• K_M models are generally better than the K_S 

• Q2_K or Q3_* have bad performances and should only be used for test/dev 

• As a rule of thumb, Q5_K_M model offer the best performance/memory trade-
off 

“

“
Source: Labonne, M. (2023). Quantize Llama models with GGUF and llama.cpp. Retrieved Jan 22 2024, https://mlabonne.github.io/blog/posts/
Quantize_Llama_2_models_using_ggml.html 

Pt.2 quantization

https://mlabonne.github.io/blog/posts/Quantize_Llama_2_models_using_ggml.html
https://mlabonne.github.io/blog/posts/Quantize_Llama_2_models_using_ggml.html
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RLHF

43

Reinforcement learning, Direct Preference Optimisation

Pt 3.

Pt.3 RLHF
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LLM training pipeline

44

Pre-training Supervised 
finetuning

Reinforcement  
learning

use case 
specific LLM

finetuning

In-context learning

RAG

Adapted from Wolfe, C. (2023). Easily Train a Specialized LLM: PEFT, LoRA, QLoRA, LLaMA-Adapter, and More. Retrieved Feb 2024, 
 https://cameronrwolfe.substack.com/p/easily-train-a-specialized-llm-peft.

Foundation model Instruction following model

Alignment*

(task specific dataset)

Your organisation model

RLHF  
DPO 

Stanford Alpaca  
dataset

3.

 model with RL

Pt.3 RLHF
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Dataset required: preference dataset

45Pt.3 RLHF

Prompt Chosen Rejected

Generate an approximately 
fifteen-word sentence that 

describes all this data: 
Midsummer House eatType 

restaurant; Midsummer 
House food Chinese; 
Midsummer House 

priceRange moderate; 
Midsummer House customer 
rating 3 out of 5; Midsummer 

House near All Bar One

Midsummer House is a 
moderately priced Chinese 

restaurant with a 3/5 
customer rating, located 

near All Bar One. 

Sure! Here's a sentence that 
describes all the data you 

provided: "Midsummer 
House is a moderately priced 

Chinese restaurant with a 
customer rating of 3 out of 5, 

located near All Bar One, 
offering a variety of delicious 

dishes."

… … …
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2020RLHF for language model popularised by OpenAI

Source: Daniel, M. Z., Nisan, S., Jeffrey, W., Tom, B. B., Alec, R., Dario, A. et al. (2020). Fine-Tuning Language Models from Human Preferences.

Pt.3 RLHF
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Source:  Labonne, M. (2023). ML Blog - Fine-tune Mistral-7b with Direct Preference Optimization. Retrieved Jan 22 2024, 2024, from https://
mlabonne.github.io/blog/posts/Fine_tune_Mistral_7b_with_DPO.html. 

RL is a multistep training process : PPO example

Pt.3 RLHF

Preference  
dataset Reward model

Trained model 
(LLM)
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Source:  Labonne, M. (2023). ML Blog - Fine-tune Mistral-7b with Direct Preference Optimization. Retrieved Jan 22 2024, 2024, from https://
mlabonne.github.io/blog/posts/Fine_tune_Mistral_7b_with_DPO.html. 

RL is a multistep training process : PPO example

Pt.3 RLHF

Preference  
dataset Reward model

Trained model 
(LLM)
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Source:  Labonne, M. (2023). ML Blog - Fine-tune Mistral-7b with Direct Preference Optimization. Retrieved Jan 22 2024, 2024, from https://
mlabonne.github.io/blog/posts/Fine_tune_Mistral_7b_with_DPO.html. 

RL is a multistep training process : PPO example

Pt.3 RLHF

Preference  
dataset Reward model

Trained model 
(LLM)

Generates text
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Source:  Labonne, M. (2023). ML Blog - Fine-tune Mistral-7b with Direct Preference Optimization. Retrieved Jan 22 2024, 2024, from https://
mlabonne.github.io/blog/posts/Fine_tune_Mistral_7b_with_DPO.html. 

RL is a multistep training process : PPO example

Pt.3 RLHF

Preference  
dataset Reward model

Trained model 
(LLM)

Rewards

Generates text
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Source:  Hugging Face TRL library documentation, https://github.com/huggingface/trl 

RL is a multistep training process : PPO example

Pt.3 RLHF

https://github.com/huggingface/trl
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2023Direct Preference Optimization (DPO)

Source: Rafael Rafailov, A. S., Eric Mitchell, Stefano Ermon, Christopher D. Manning, Chelsea Finn. (2023). Direct Preference Optimization: Your 
Language Model is Secretly a Reward Model. Retrieved 12 Jan 2024, https://arxiv.org/abs/2305.18290v2.

Pt.3 RLHF
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Source:  Rafael Rafailov, A. S., Eric Mitchell, Stefano Ermon, Christopher D. Manning, Chelsea Finn. (2023). Direct Preference Optimization: Your 
Language Model is Secretly a Reward Model. Retrieved 12 Jan 2024, https://arxiv.org/abs/2305.18290v2.

DPO optimizes for human preferences while avoiding reinforcement learning  

Pt.3 RLHF
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Source:  Labonne, M. (2023). ML Blog - Fine-tune Mistral-7b with Direct Preference Optimization. Retrieved Jan 22 2024, 2024, from https://
mlabonne.github.io/blog/posts/Fine_tune_Mistral_7b_with_DPO.html. 

Direct preference optimisation makes it easier to train

Pt.3 RLHF

Preference  
dataset

Reference model 
(LLM)

Trained model 
(LLM)
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Source:  Labonne, M. (2023). ML Blog - Fine-tune Mistral-7b with Direct Preference Optimization. Retrieved Jan 22 2024, 2024, from https://
mlabonne.github.io/blog/posts/Fine_tune_Mistral_7b_with_DPO.html. 

Direct preference optimisation makes it easier to train

Pt.3 RLHF
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Source:  Labonne, M. (2023). ML Blog - Fine-tune Mistral-7b with Direct Preference Optimization. Retrieved Jan 22 2024, 2024, from https://
mlabonne.github.io/blog/posts/Fine_tune_Mistral_7b_with_DPO.html. 

Direct preference optimisation makes it easier to train

Pt.3 RLHF

Preference  
dataset

Reference model 
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Trained model 
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Source:  Labonne, M. (2023). ML Blog - Fine-tune Mistral-7b with Direct Preference Optimization. Retrieved Jan 22 2024, 2024, from https://
mlabonne.github.io/blog/posts/Fine_tune_Mistral_7b_with_DPO.html. 

Direct preference optimisation makes it easier to train

Pt.3 RLHF

Preference  
dataset

Reference model 
(LLM)

Trained model 
(LLM)

Maximum likelihood
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RL - Useful libs

Name Scope Url

Unsloth
Finetuing with several approaches 

LoRa, QLoRA, RLHF (DPO)
https://github.com/unslothai/

unsloth

Hugging Face TRL
Implementation of most RL 

approaches, regularly updated  https://huggingface.co/docs/trl

Hugging Face DPO 
Trainer HF DPO implementation

https://huggingface.co/docs/trl/
dpo_trainer

Pt.3 RLHF

https://github.com/unslothai/unsloth
https://huggingface.co/docs/trl
https://huggingface.co/docs/trl/dpo_trainer
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LLM systems evaluation

53

Tips for relevant evaluation

Pt 4.

Pt.4 LLM Eval
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LLM training pipeline

54

Pre-training Supervised 
finetuning

Reinforcement  
learning

use case 
specific LLM

finetuning

In-context learning

RAG

Adapted from Wolfe, C. (2023). Easily Train a Specialized LLM: PEFT, LoRA, QLoRA, LLaMA-Adapter, and More. Retrieved Feb 2024, 
 https://cameronrwolfe.substack.com/p/easily-train-a-specialized-llm-peft.

Foundation model Instruction following model

Alignment*

(task specific dataset)

Your organisation model

Eval 
LLM / RAG

Stanford Alpaca  
dataset

4. model with RL

Pt.4 LLM Eval
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Evaluation principles

55

• SOTA models in NLP change every month (week) → model value decreases 

• Use-case specific curated dataset are the moat  → eval dataset value increases 

• Craft eval metrics aligned with your business objectives → academic 
benchmark metrics rarely reflect users perceived value

Pt.4 LLM Eval

“

“
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Error analysis - learning from bad generations - example of RAG

Pt.4 LLM Eval

Note: highlights the importance of capturing good and bad predictions in your 
product to perform error analysis (ML Ops tooling) prompt/answer/good/bad, if 
multiple answers capture chosen answer/rejected answer for RLHF.

Source: Trulens - RAG evaluation dimensions, https://docs.pinecone.io/docs/trulens 

Recommendation: Ng, Andrew (2017). Carrying out error analysis. Retrieved Feb 2024, https://cs230.stanford.edu/files/C3M2.pdf 

https://docs.pinecone.io/docs/trulens
https://cs230.stanford.edu/files/C3M2.pdf
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PRACTICAL INSIGHTS 

LLM fine-tuning & 
evaluation

57

Quiz w/ prize  🏅 
kahoot time!
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Appendix

Appendix
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LLM training pipeline

59

Source: Hugging face, meta-llama org. Llama-2-7b-chat-hf model card, https://huggingface.co/meta-llama/Llama-2-7b-chat-hf 

Appendix

https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
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LLM training pipeline

59

Source: Hugging face, meta-llama org. Llama-2-7b-chat-hf model card, https://huggingface.co/meta-llama/Llama-2-7b-chat-hf 

Appendix

https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
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Source: Device-Edge Cooperative Fine-Tuning of Foundation Models as a 6G Service, https://arxiv.org/ftp/arxiv/papers/2310/2310.18602.pdf 



workshop LLM finetuning February 2024@fpaupier

Ever evolving landscape

61Appendix
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Source: University, Carnegie Mellon (2023). Parameter Efficient Tuning - 11-667: LARGE LANGUAGE MODELS: METHODS AND APPLICATIONS. 2023,  
from https://www.andrew.cmu.edu/course/11-667/lectures/W4L2_PETM.pptx.pdf 

https://www.andrew.cmu.edu/course/11-667/lectures/W4L2_PETM.pptx.pdf

